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Abstract: Backward erosion piping (BEP) is a failure mechanism of serious concern for both dams and levees. Finite 

element models have been developed for analysis of BEP; however, these models often assume foundation soils are entirely 

homogenous. Recent laboratory investigations have demonstrated that spatial variability in soil substantially affects the BEP 

process, typically resulting in increased resistance to BEP.  This paper presents a numerical investigation of the influence of 

spatial variation in permeability on BEP. A two-dimensional finite element model was developed for conducting plan view 

analyses of BEP in random permeability fields. Analyses results indicate that the probability of erosion progression is related 

to both the variance and correlation length of the permeability random field. BEP progression becomes less likely as the 

variance in permeability increases and the correlation length in the direction of flow decreases. 
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1 Introduction 

 

Backward erosion piping (BEP) refers to a type of internal erosion that occurs when shallow erosion pipes 

initiate at the downstream end of a water-retaining structure and gradually progress upstream towards the 

reservoir (Fig. 1a). The pipes progress further when the foundation sand is eroded by concentrated seepage 

forces near the upstream end of the pipes.  If the erosion pipes reach the upstream reservoir, large increases in 

flow cause the pipes to quickly enlarge, ultimately leading to collapse and breach of the structure. As a 

significant number of dam failures have been caused by BEP (Foster et al. 2000; Lane 1935), BEP is often a 

failure mode of concern evaluated for existing dams and levees. 

Recent research has led to the development of finite element (FE) models for simulation of BEP in uniform 

soils (e.g., Sellmeijer 2006; van Esch et al. 2013; Rotunno et al. 2017; Robbins and Griffiths 2018a). Meanwhile, 

laboratory experiments have demonstrated that BEP is highly sensitive to soil heterogeneities (Negrinelli et al. 

2016) with BEP becoming less likely as soil variability increases. As such, models assuming homogenous soil 

profiles (1) may be overly conservative and (2) may not capture the process sufficiently to yield reliable 

probabilities of failure. Previous research aimed at assessing the influence of random soil properties on BEP has 

either not simulated the erosion process (Liu et al. 2017), simplified the erosion process (Kanning and Calle 

2013), or was focused on other types of erosion (namely suffusion) that do not develop sequentially in the 

upstream direction (Liang et al. 2017).  This paper presents an application of the Random Finite Element Method 

(RFEM), developed by Griffiths and Fenton (1993) and Fenton and Griffiths (1993), to the simulation of BEP in 

order to quantitatively assess how spatial variability in soil permeability influences pipe progression.  

 

2 Simulation Framework 

 

RFEM is a combination of finite element computations, random field generation, and Monte-Carlo analyses.  

The FE model properties are obtained from the random fields, and Monte-Carlo simulations are performed to 

generate distributions of results using many realizations of random fields. The FE model for BEP progression, 

the approach for random field generation, and the Monte-Carlo analyses are briefly described in the following 

sections. 

 

2.1    Two-dimensional simulation of BEP progression 

A FE program was developed for simulating the progression of erosion pipes in two-dimensional (2D) domains. 

Model formulations were developed for analysis in both plan and cross-section views (Robbins and Griffiths 

2018b).  Only the modeling approach for plan view computations is discussed herein.  

 Consider the 2D plan view of the top of the sand layer shown in Fig. 1c. The domain represents the top of 

the sand layer immediately below the dam.  The upstream edge at 0x =  is at the upstream face of the dam. The 
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downstream edge at x=10 is located at the downstream toe of the dam.  As a finite section of the foundation is 

being modeled, the other two boundaries (at y = 0 and 10) are set as no flow boundaries.  

 

 
Figure 1.  Illustration of (a) BEP passing beneath a dam, (b) Section A-A through the erosion pipe, (c) plan view of a pipe 

passing through the plane of sand with random permeability located immediately beneath the dam (dark represents low 

permeability), and (d) results of a single realization demonstrating selection of critical average gradient, defined as the global 

boundary head difference divided by the width of the mesh. 

 

 The progression of the pipe is simulated through a piecewise, steady state analysis of the groundwater flow 

and pipe flow as the pipe advances. The problem domain is separated into a soil domain of 4-node, quadrilateral 

soil elements and a pipe domain consisting of quadrilateral “pipe” elements with special treatment as described 

below. As the pipe progresses, soil elements are switched to pipe elements.  In this manner, the pipe progression 

is simulated across a static mesh. The steady state groundwater flow is described by  
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where kx and ky designate the hydraulic conductivity in the x- and y-directions and H is the hydraulic head (m) 

across the domain. As shown in Fig. 1b, the width-to-depth ratio (w/a) of the erosion pipe is quite large (i.e., 8-

40 according to van Beek 2015). Due to the pipe shape and typically shallow depths, it is commonly assumed 

that the flow in the pipe is viscous laminar flow between two parallel plates (van Esch et al. 2013; Sellmeijer 

2006; Robbins and Griffiths 2018a).  In this case, the pipe elements have an equivalent hydraulic conductivity 

given by 
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where a, rw, g, and m represent the pipe depth, density of water, gravitational acceleration, and dynamic viscosity 

of water, respectively. By assembling the pipe elements into the standard groundwater problem using Eq. 2 for 

the element permeability, the coupled groundwater flow and pipe flow equations are simultaneously solved. 

However, in order to use Eq. 2, the depth of the erosion pipe must be known for each element.  The depth of 

the pipe is determined by the critical shear stress, tc, of the sand. If the hydraulic shear stress on the base of the 

pipe, tb, is greater than the critical shear stress, the erosion pipe must deepen. The applied shear stress is given 

by 
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where i designates the magnitude of the hydraulic gradient in the pipe. As the pipe depth in each element is not 

known a priori, it must be determined as part of the solution process. The pipe depth is initialized to a nominal 

depth of 3d50, where d50 denotes the median grain size of the sand, followed by Picard iterations over the depth a 

until tb £tc in all pipe elements. Once satisfied, a valid hydraulic solution is obtained for a given pipe geometry. 

To determine whether the pipe progresses further, the magnitude of the hydraulic gradient in every element (iel) 

adjacent to the pipe is compared to the critical hydraulic gradient for pipe progression (icr). If iel > icr in an 

element, the element is switched to a pipe element; and the solution progresses to the next pipe progression step. 

The simulation steps for a complete analysis can be summarized as follows. 

Simulation Algorithm Steps 

1. Start at a low differential head to ensure icr is not exceeded in many locations at once. This was found to be 

necessary to obtain realistic results. Initiate pipe by switching select elements to pipe elements. Two 

initiation approaches were studied: (1) initiation by a single element near the center of the downstream 

boundary (at x=10, y=5) and (2) initiation by all elements on the downstream boundary. 

2. Solve groundwater and pipe flow using Eq. 1 and Eq. 2. 

3. Calculate tb for pipe elements. If tb >tc in any elements, increase a in those elements and go to Step 2. 

4. Calculate iel in all soil elements adjacent to the pipe. If iel > icr in any elements, switch the element with the 

highest excess gradient (iel - icr) to a pipe element. Go to Step 2. 

5. If pipe has progressed through the domain, end simulation. Otherwise, increase the upstream head and go to 

Step 2. 

By stepping through this algorithm, the percentage of pipe penetration through the domain can be determined for 

each applied head, as illustrated in Fig. 1d.  The highest value of head obtained during the simulation is the 

critical head for BEP failure. 

 

2.2    Random field generation  

The primary spatial variables of interest are the soil permeability (k) and the critical gradient for pipe progression 

(icr). As both parameters are related to the grain size distribution of the soil (Schmertmann 2000), it is necessary 

to allow for the k-field and the icr-field to be cross-correlated. For uniformly graded soils, the fields are positively 

correlated, as both k and icr increase with grain size. For well graded soils, the fields can be positively or 

negatively correlated. Further, the k-field is a lognormally distributed variable due to the large variability in k and 

the necessity for positive values while the icr-field is a normally distributed variable due to the moderate 

variability observed in lab measurements (Robbins et al. 2018).  

To generate the cross-correlated random fields for each variable, the covariance matrix decomposition 

method was used (Fenton 1994; Fenton and Griffiths 2008). Two independent Gaussian random fields were 

generated using the Local Average Subdivision (LAS) method (Fenton and Vanmarke 1990) with specified 

correlation length q = qx = qy and exponential covariance function. The covariance decomposition method was 

then used to generate a   third Gaussian field that had a specified correlation to the first field.  The two correlated 

fields were then transformed to the desired marginal distributions for each of the two variables of interest.  

 

2.3    Monte-Carlo Simulation 

In RFEM analysis, it is necessary to perform sufficient Monte-Carlo simulations to develop meaningful and 

reproducible statistics of output quantities of interest.  For this particular problem, the average critical gradient at 

failure is of interest; therefore, distributions of the hydraulic gradients at failure were stored from each suite of 

simulations.   

The values of all input variables considered are listed in Table 1. A Monte-Carlo analysis was conducted for 

each possible combination of input values. To determine the number of Monte-Carlo simulations to obtain stable 

output statistics, the mean and standard deviation of the critical average gradient were evaluated for the case with 

the highest permeability variance (sk/mk = 3.0), since this case would require the largest number of simulations. 

Fig. 2 illustrates convergence for the two extreme correlation lengths.  For the higher correlation length, it was 

observed that about 4,400 simulations were needed to get reasonable convergence of both the mean and the 

standard deviation, so this number was chosen for all the parametric studies that follow. 

 

3 Analysis Results 

 

In an attempt to isolate the influence of permeability on BEP progression, simulations were run with both 

constant values of icr = 0.30 and random values of icr. Additionally, the results were found to be sensitive to 

whether or not the pipe initiation was restricted to a single location or allowed to start anywhere.  The following 

sections present the results obtained for (i) random permeability only, (ii) random permeability with different 

initiation points, and (iii) combined influence of random permeability and random icr. 
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3.1    Influence of random permeability only 

Monte-Carlo simulations were first performed for all 25 possible combinations of input parameters (Table 1) 

using a deterministic value of icr = 0.3 and the center downstream element for pipe initiation. The critical 

average gradient across the domain at BEP failure was recorded for each simulation.  The cumulative distribution 

function (CDF) of the critical gradient was then plotted for each case to assess trends in the results.  Select results 

are illustrated in Fig. 3. In general, the CDFs shifted to the right with increasing variance in the permeability 

random field, indicating that the probability of failure for a given gradient was decreasing with increasing 

variance.  Additionally, by comparing Fig. 3a-d, it was also recognized that the CDFs shifted to the left with 

increasing correlation lengths. It appears that for a fixed coefficient of variation, the lowest probability of failure 

is obtained with the highest correlation length.  

 

Table 1. Input values used in Monte-Carlo analysis of BEP progression. 

Domain Length (L) and Width (W) 10 m m  0.001 Ns/m2 

Element Size 0.125 m micr  0.3 

mk  1.0´10-5 m/s sicr  0.05 

d50  0.208 mm q/L  0.05, 0.1, 0.25, 0.5, 1.0 

rw  1,000 kg/m3 sk/mk  0.25, 0.5, 1.0, 2.0, 3.0 

tc  0.33 Pa   

 

 
Figure 2.  Convergence of (a) mean and (b) standard deviation of critical average gradient for BEP progression through 

random permeability field with sk/mk = 3.0 and deterministic icr field of 0.30. 

 

3.2    Influence of initiation condition 

For all previous analyses, the BEP pipe was initiated in a single element at the center of the downstream 

boundary.  Alternatively, the pipe could be initiated anywhere along the entire downstream boundary.  In this 

manner, the weakest location could be exploited. Simulations were run again for all 25 cases with the pipe 

initiated along the entire downstream boundary. As shown in Fig. 4a, allowing the pipe to start anywhere along 

the boundary increases the probability of failure for a given gradient.  To quantify this shift for all 25 cases, the 

percent change in the median value of the critical average gradient was calculated for all 25 cases (Fig. 4b). 

Interestingly, the values decrease for all cases except for the case with the smallest variance.  It is not 

immediately clear why initiation along the entire boundary caused an increase for the smallest variance, which is 

a topic of ongoing study. Regardless, the results demonstrate that the initiation condition can have a substantial 

influence on the calculated probabilities. 

 

3.3    Influence of random icr on the results 

While random permeability has a significant influence on the piping calculations, permeability is not the only 

important variable. It is also of interest to see how random values of icr influence the results (both correlated and 

uncorrelated).  The 25 cases were rerun with random fields for icr that were cross correlated to the permeability 

random field with correlation coefficients of -1.0, 0.0, and 1.0. Sample results are illustrated in Fig. 5. In general, 

for high permeability variance, the uncorrelated results were identical to the cases without random icr. For low 

permeability variance, the random icr field had a significant influence.  For all cases, positive correlation tended 

to shift the CDF to the right, and negative correlation shifted the CDF to the left. 

 

4 Conclusions 
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Backward erosion piping is a failure mode for dams and levees that is substantially influenced by spatial 

variability in soil profiles. This study explored the influence of spatially variable permeability on the piping 

process through RFEM simulations.  The results indicate that the probability of failure due to piping decreases 

as the variance in permeability increases and the correlation length decreases. Additionally, the calculated 

probability of failure was found to be higher when the pipe was allowed to initiate over a large area rather than 

at a single point. This is likely due to the large initiation zone ensuring that the weakest path is encountered. 

Lastly, inclusion of a random local gradient for pipe progression was also found to affect the results. However, 

the influence of the local critical gradient was not nearly as significant as the influence of the random 

permeability for the cases assessed. Future studies will continue to explore the relative significance of these 

primary variables. 

 
Figure 3.  Distributions of critical average gradient with permeability as only random variable for (a) q/L = 0.05, (b) q/L = 

0.25, (c) q/L = 0.50, and (d) q/L = 1.0.  
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Figure 4. Influence of initiation condition on (a) CDF of critical gradient for sk/mk =1.0, q/L = 1.0 and (b) percent change in 

median critical gradient for all values of sk/mk and q/L. 

 

 
Figure 5.  Combined influence of random icr and k fields on distribution of critical gradients for (a) sk/mk = 0.25 and q/L = 

0.25 and (b) sk/mk = 2 and q/L = 0.25. 

 


