
SIMULATION-BASED EXCURSION STATISTICS 

By Gordon A. Fenton1 and Erik H. Vanmarcke,2 Members, ASCE 

ABSTRACT: Failure of an engineered system is typically associated with extremes 
in properties and/or loads characterizing the system. Since detailed field studies 
are usually unavailable, system properties are best modeled as random functions 
during the design or analysis process. To assess system reliability, the challenge is 
to establish relationships between parameters of the random function model and 
occurrence of threshold excursions or extremes. This paper estimates level excur­
sion statistics of the two-dimensional Gauss-Markov model through simulations of 
an associated local average process. Among the statistics obtained are the mean 
number of excursions, their areas, and a new cluster measure that reflects the 
spatial distribution of the excursion regions. Motivated by the lack of analytical 
results for processes that are not mean-square differentiable and by the limitation 
of the few available theories to high threshold levels, the methodology yields em­
pirical results that can be used directly in reliability analyses and that can be easily 
extended to higher dimensions and nonstandard excursion measures. 

INTRODUCTION 

Many physical systems of interest to designers and researchers have prop­
erties and/or states varying both in space and time. Attempts to realistically 
model such systems lead naturally to their description as random processes. 
In a reliability context, it is the excursions of a system's attributes that are 
typically most relevant; many reliability problems are defined in terms of 
threshold excursions—when load exceeds strength, for example. Thus, a 
thorough understanding of the nature of excursion regions associated with 
the stochastic model is essential. 

Most theories governing extremal statistics of random fields deal with 
excursion regions, regions in which the process Z exceeds some threshold. 
The few exact results that exist usually only apply asymptotically for high 
thresholds and a large class of random functions are not amenable to existing 
extrema theory at all. For such processes the analysis of a sequence of 
realizations is currently the only way to obtain their excursion statistics. 

Recent work by the writers (Fenton and Vanmarcke 1991) clearly illus­
trates the need for excursion statistics at low thresholds as well. The ref­
erence deals with the assessment of liquefaction risk in a soil mass whose 
properties are considered to be spatially random variables. Analysis of in­
dividual realizations typically produce microzonation maps similar to that 
shown in Fig. 1, where the dark regions, or excursions, represent soil vol­
umes that have liquefied. Clearly, the risk of global liquefaction or damage 
at the site is dependent on both the total volume of liquefied material within 
the soil mass as well as the degree of clustering of the liquefied pockets (if 
the pockets are well distributed, with intervening stable regions, then the 
risk of global liquefaction is reduced). For such a problem, the size and 
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FIG. 1. Sample Function of Binary Field Y [(26)]; Regions Shown in Gray Rep­
resent Regions of % that Exceed Threshold b = \<JD; % Is Generated via 2-D LAS 
Algorithm According to (21) with 6 = 1/2 

spatial distribution of excursions at relatively low thresholds, where existing 
theories do not apply, are of considerable interest. 

In this paper a methodology for simulation-based estimation of the sta­
tistics of level excursions and extrema will be developed. The treatment 
herein is limited to the two-dimensional case although the procedure is easily 
extended to higher dimensions. Six quantities having to do with level ex­
cursions and extrema of two-dimensional random fields are examined (Fen-
ton 1990). 

1. The total area of excursion regions within a given domain (Ab). 
2. The number of isolated excursion regions (Nb). 
3. The area of isolated excursion regions (Ae). 
4. An integral geometric characteristic defined by Adler (1981) (r). 
5. A measure of "clustering" defined herein (*P). 
6. The distribution of the global maxima. 

These quantities will be estimated for a single class of random functions, 
namely homogeneous isotropic scalar Gaussian processes with Markovian 
covariance structure (Gauss-Markov processes), over a limited range of 
scales of fluctuation and threshold levels. The study is by no means complete 
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and should be viewed primarily as a new approach to the determination of 
these statistics. It is hoped that the appearance of empirical results will aid 
and guide the formulation of exact analytical expressions. 

BACKGROUND THEORY 

Within a given domain T = (0, Rt) x (0, R2) of area AT = R&, the 
total excursion area, Ab, where the process Z(x) exceeds some threshold, 
can be defined by 

Ab = I /y(Z(x) - ba) dx (1) 

where fc<r = the threshold of interest, a2 being the variance of the process, 
and Iv(-) = the indicator function defined on T (taken to be zero outside 
the domain T ) 

Iv(t) = 1 if t > 0 (2a) 

Iv(t) = 0 if t < 0 (2b) 

For a homogeneous process, the expected value of Ab is simply 

E[A„] = ATP[Z(0) > b<r] (3) 

which, for a zero-mean Gaussian process yields 

E[Ab] = AT[1 - *(&)] (4) 

where 4> = the standard normal distribution function. The total excursion 
area Ab is made up of the Nb areas of isolated (disjoint) excursions Ae as 
follows 

Nb 

Ab=lAei (5) 
i = i 

for which the isolated excursion regions can be defined using a point set 
representation 

dei = {x £ T:Z(x) > ba, x £ sieyV; * i] (6a) 

Aei = 2 ( d w ) (66) 

where !£(siei) = the Lebesque measure (or area) of the point set s&ei. Given 
this definition, Vanmarcke (1984) expresses the expected area of isolated 
excursions as a function of the second-order spectral moments 

E[Aei] = 2TT 
Fc(bd) 2 

JO*). 
A n | - 1 / 2 (7) 

in which Fc = the complementary distribution function [for a Gaussian 
process, Fc(ba) = 1 - <b(b)], f = the corresponding probability density 
function, and A n = the matrix of second-order spectral moments 

A n £20 M (8) 
/ M l A 0 2 j 

Eq. (7) assumes that the threshold level is sufficiently high so that the pattern 
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of occurrence of excursions tends toward a two-dimensional Poisson point 
process. The joint spectral moments Xk, can be obtained either by integrating 
the spectral density function 

-a a)i(o2S(w;L, a>2) rfwi <i(i)2 (9) 

or through the partial derivatives of the covariance function evaluated at 
the origin 

h-kl — ~ 
dk + 'B(7) 

3TfdT2 

(10) 

These relations presume the existence of the second-order spectral mo­
ments of Z(x), which is a feature of a mean-square differentiable process. 
A necessary and sufficient condition for mean-square differentiability is 
(Vanmarcke 1984) 

dB(?) dB(l) 
3T 2 

0 (11) 

A quick check of the Gauss-Markov process whose covariance function is 
given by 

(12) B(T) = <r2exp ( — - |T| 

verifies that it is not mean-square differentiable. Most of the existing theories 
governing extrema or excursion regions of random fields depend on this 
property. Other popular models that are not mean-square differentiable and 
so remain intractable in this respect are: (1) Ideal white noise; (2) the moving 
average of ideal white noise (uniformly weighted window); and (3) fractal 
processes. 

Local Average Processes 
One of the major motivations for the development of local average theory 

for random processes is to convert random functions that are not mean-
square differentiable into processes that are. Vanmarcke (1984) shows that 
even a very small amount of local averaging over an area of dimension 7\ 
x T2 will produce finite covariances of the derivative process. For a two-
dimensional local average process we can define ZD(x) as 

Zn(x) = ^ \ D Z(g) d% (13) 

formed by averaging Z over a domain D = 7\r2 centered at x. Vanmarcke 
presents the following relationships for the variance of the derivative process 
ZD in the two coordinate directions 

var[Z£>] = | j a2
7(0, T2)[l - p^T,)] (14) 

var[Zg>] = f2 a M ^ , 0)[1 - p(r2 |7\)] (15) 
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where 

Z® = ^ j ZD(x) (16) 

P{T^ = TWy\o, T2) IX ^ - W)fi(Tl' T^ ̂  W 

* T ^ = TWy\Tl,0) A ^ - MB<?» T2)d^ (18) 

and y(-) = the variance function to be defined later. Furthermore, Van-
marcke shows that the joint second-order spectral moment of the local 
average process is always zero for D > 0, i.e. 

cov[Zg>, Zg>] = 0 (V£> > 0) (19) 

This result implies that the determinant of the second-order spectral moment 
matrix for the local average process can be expressed as the product of the 
two directional derivative process variances 

|An,D|1/2 = a |D = {var[Z£>]var[Zg>F2 (20) 

Since the theory governing statistics of level excursions and extrema for 
mean-square differentiable random functions is reasonably well established 
for high thresholds [see, for example, Cramer and Leadbetter (1967), Adler 
(1981), and Faber (1989)] attention will now be focused on an empirical 
and theoretical determination of similar measures for processes that are not 
directly mean-square differentiable. This will be accomplished through the 
use of a small amount of local averaging employing the results just stated. 
In particular, the six quantities specified in the introduction will be evaluated 
for the two-dimensional Gauss-Markov process having covariance function 

B(TI, T2) = a2exp I - | VWT^j (21) 

realizations of which will be generated using the two-dimensional local av­
erage subdivision (LAS) method described by Fenton and Vanmarcke (1990). 
The variance function y(Tlt T2) corresponding to (21), as defined by Van­
marcke (1984), is approximated by 

1(T» T2) = \ [ 7 ( ^ ) 7 ( 7 ^ ) + 7 ( ^ ) 7 ( ^ 1 ^ ) ] (22) 

where 

7(T,.)= 1+ ( | ) J (23) 

/ v 3/2-1 - 2 / 3 

y(T,\T,)= 1 + g (24) 
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For the exponential covariance function, (21), the value of ca should be 
taken as ir/2. Other forms of this approximate 2-D variance function are 
given by Vanmarcke (1984). 

Since the LAS approach automatically involves local averaging of the 
nonmean-square differentiable point process [(21)], the realizations will in 
fact be drawn from a mean-square differentiable process. The subscript D 
will be used to stress the fact that the results will be for the local average 
process. 

ANALYSIS OF REALIZATIONS 

Two-dimensional LAS generated realizations of homogeneous, zero-mean, 
isotropic, Gaussian processes are to be analyzed individually to determine 
various properties of the discrete binary field, Y, defined by 

Y,k,D = /v(2yj t,D - b<rD) (26) 

where o£ = the variance of the local average process and SE/̂ o denotes 
its realization (indexed by/, k). The indicator function Iv is given by (2) 
and so YD(x) has value 1 where the realization %D exceeds the threshold 
and 0 elsewhere. Fig. 1 shows a typical realization of the binary field Y 
obtained by determining the b = lcrD excursion regions of 2£ for a scale of 
fluctuation 0 = 1/2. Also shown in Fig. 1 are the contours obtained by 
linear interpolation. The centroid of each excursion is marked with a darker 
pixel. 

A space-filling algorithm was devised and implemented both to determine 
the area of each isolated excursion region, AeijD, according to (6), as well 
as to find the number of "holes" in these regions. In this case, the Lebesque 
measure is simply 

AeUD = 2(del,D) = 2 &Aeij,D (27) 

where 

^e„.D = /-.,0(SD(xy) - bvD)D (28) 

is just the incremental area of each pixel within the discrete set of points 
siei.D constituting the ith isolated excursion. In practice, the sum is per­
formed only over those pixels that are elements of the set s&eiD. Note that 
the area determined in this fashion is typically slightly less than that obtained 
by computing the area within a smooth contour obtained by linear inter­
polation. The difference, however, is expected to be minor at a suit­
ably fine level of resolution. 

A comment deserves to be made about the extrema statistics obtained 
from realizations of the LAS algorithm. The LAS method produces a local 
average process and thus the statistics obtained are, strictly speaking, those 
of a local average process and will be affected by the size of the averaging 
domain. Noting that as the resolution of the field is increased the local 
average process approaches that of the point process, we will restrict our­
selves herein to an analysis of a high-resolution field. Our concentration 
will be primarily on the variation of extrema statistics with scale of fluctua­
tion and threshold level and the dependence on the size of the averaging 
domain left for later work. 

The fields to be generated will have resolution 128 x 128 and physical 
size 5 x 5 . This gives a fairly small averaging domain having edge sizes of 
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7\ = T2 = 5/128, for which the variance function defined by (22)-(25) 
corresponding to (21) ranges in value from 0.971 to 0.999 for 9 = 0.5 to 6 
= 4. In all cases, the variance of the governing (21) will be taken as unity 
and so cr£ equals the variance function. The following statistics, with the 
exception of the distribution of the global maxima, are based on 400 real­
izations of the field. 

Total Area of Excursion Regions 
Since an exact relationship for the expected total area of excursion regions 

within a given domain, (4), is known for a Gaussian process, an estimation 
of this quantity from a series of realizations represents a further check on 
the accuracy of the simulation method. Fig. 2 shows the normalized average 
total area of excursions, AbiDIAT, for AT = 25. Here and to follow, the 

Threshold baD 

FIG. 2. Average Total Excursion Area Ratio, Ab_DIAT, as Function of Threshold 

FIG. 3. Average Number of Isolated Excursions, iV6D, Estimated from 400 Real­
izations of Locally Averaged Two-Dimensional Gauss-Markov Process [(21)] 
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overbar denotes the quantity obtained by averaging over the realizations. 
The estimated area ratios show excellent agreement with the exact. 

Expected Number of Isolated Excursions 
Fig. 3 shows the average number of isolated excursion regions observed 

within the domain, NbtD, as a function of scale and threshold. Here the 
word observed will be used to denote the average number of excursion 
regions seen in the individual realizations. A similar definition will apply to 
other quantities of interest in the remainder of the paper. The observed 
NbiD is seen in Fig. 3 to be a relatively smooth function defined all the way 
out to thresholds in excess of 3a D. 

An attempt will be made to fit the theoretical results that describe the 
mean number of excursions of a local average process above a relatively 
high threshold to the data shown in Fig. 3. This expectation is just the ratio 
of (3) and (7) (Vanmarcke 1984) 

E{Nb,D\- E[AeiD]-2l,Fhib(TD)°zD (29) 

in which fD and F£ = the probability density function and complementary 
cumulative distribution function of the local average process respectively. 
a\ = the geometric mean of the directional variances of the derivative 
process as defined by (20). For the Gaussian process, (29) becomes 

£ ^ ° A^f-m] ^ (30) 

To determine cr| the functions p(r1|7,
2) and p(T2|r1) must first be cal­

culated using (17) and (18). Consider p(T1|r2) for the quadrant symmetric 
Gauss-Markov process 

= i l ^ f < r>-TM-5V5^)dT2 '(31) 

Making the substitution r2 = T\ + T! gives 

K7TO = ^ ^ j ^ 1 ( ^ _ _ „—)dr (32) T2re~ 
T2

2a
2y(0, T2) iTl Wr^Tl 

To avoid trying to numerically integrate a function with a singularity at its 
lower bound, the first term in the integrand can be evaluated as follows 

fVTfrri T2re~2m _ P° T2re-2m _ f- T2re~2m 

Jri v^ndr ~ k Vrt-^ndr iviwn VF^T2 dr 

^lK,(f)^^,-fi^ (33, 

The second integral on the right-hand side of (33) can now be evaluated 
numerically and for a chosen sufficiently large, the last integral has the 
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simple approximation 1/26 T2 exp( — 2a/0). The function Kt = the modified 
Bessel function of order 1. 

Unfortunately, for small Tu the evaluation of (33) is extremely delicate 
as it involves the small differences of very large numbers. An error of only 
0.1% in the estimation of either Kx or the integrals on the right hand side 
can result in a drastic change in the value of o-| particularly at larger scales 
of fluctuation. The results shown in Table 1 were obtained using 7\ = T2 
= 5/128 [for which p(r1 | r2) = p(7,

2|T1)] and a 20 point Gaussian quad­
rature-integration scheme. 

Using these variances, (29) exceeded the observed Nb D at thresholds 
below 30-^ by a factor of about two (Fenton 1990). This may be as a re­
sult of the combination of the difficulty in accurately determining o-| for 
small averaging dimensions and the fact that (29) is an asymptotic relation­
ship, valid only for ft -> °°. 

An alternative approach to the description of NbD involves selecting a 
trial function and determining its parameters. A trial function of the form 

Rb.D = >Mfli + a2b<rD)exp —2 {b<jDy (34) 

was chosen and an excellent fit to the observed data, as shown in Fig. 4 for 
three different scales of fluctuation, was obtained using the coefficients 
shown in Table 1. The functional form of (34) was selected so that it exhibits 
the correct trends beyond the range of thresholds for which its coefficients 
were derived. 

Expected Area of Isolated Excursions 
Within each realization, the average area of isolated excursions, AStD, is 

obtained by dividing the total excursion area by the number of isolated 
areas. Further averaging over the 400 realizations leads to the mean ex­
cursion areas shown in Fig. 5, which are again referred to as the "observed" 
results. The empirical relationship of the previous section, (34), can be used 
along with the theoretically expected total excursion area [(4)] to obtain the 
semi-empirical relationship 

[1 - 4>(6)]exp 

Ae,D
 — 

{buoY 

ax + a2b(TD 
(35) 

which is compared to the relationship in Fig. 5 and is seen to show very 
good agreement. Note that the vertical scales in this and subsequent figures 
are different from plot to plot to illustrate the degree of fit. 

TABLE 1. Computed Variances of Local Average Derivative Process 

Scale 

0) 
0.5 
1.0 
2.0 
3.0 
4.0 

P(r , | r j 
(2) 

0.8482 
0.9193 
0.9592 
0.9741 
0.9822 

°%D 
(3) 

196.18 
105.18 
53.32 
33.95 
23.30 

« i 

(4) 

3.70 
2.05 
1.18 
0.81 
0.66 

a2 

(5) 

5.20 
1.90 
0.65 
0.41 
0.29 
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FIG. 4. Comparison of Empirical Fit by (34) with Observed Average Number of 
Isolated Excursions Obtained by Simulation 

Integral Geometric Characteristic of 2-D Random Fields 
In his thorough treatment of the geometrical properties of random fields, 

Adler (1981) develops an integral geometric (IG) characteristic, r(^i6>Z)), 
as a statistical measure of two-dimensional random fields. It is considered 
in this paper mainly to compare existing theory with simulation-based ob­
servations. The definition of T(s&b<D) will be shown here specifically for the 
two-dimensional case although a much more general definition is given by 
Adler. First, using a point-set representation, the excursion set s&b D can 
be defined as the set of points in T = [0, 7\] x [0, T2] for which ZD(x) > 
b(Tn 

d, b,D {x e Y:ZD(x) a: baD} (36) 

The Hadwiger characteristic of slbtD, (p(sib,D), is equal to the number of 
connected components of sibjD (the number of jsolated excursion regions) 
minus the number of holes in s&bjD. Finally, if T is defined as the edges of 
T that pass through the origin (the coordinate axes), then the IG charac­
teristic is formally defined as 

r(^,,D) = cp(^6,D) - «p(aj6i/, n t ) (37) 

Essentially, T(s&biD) is equal to the number of isolated excursion areas that 
do not intersect the coordinate axes minus the number of holes in them. 
Fig. 6 shows the average value of the IG characteristic, T(s&bD), obtained 
from the locally averaged Gauss-Markov process realizations. 
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FIG. 5. Comparison of Semi-Empirical Fit by (35) with Observed Average Area of 
Isolated Excursions Obtained by Simulation 

Adler presents an analytic result for the expected value of T(s&bD) that 
has been modified here to account for local averaging of a Gaussian process 

E[T(db,D)} 
bAT 

(2TT) 3 / 2 <T?> 
exp zD 

(38) 

The presence of b in the numerator implies that this function goes to zero 
when b = 0, which does not correspond with Fig. 6. At higher thresholds, 
errors in the estimation of CT| lead also to poor agreement. 

Using a function of the same form as (34) 

r(^6,z>) = AT{gx + g2&<JD)exp "2 ( f c ^) 2 (39) 

yields a much closer fit over the entire range of thresholds by using the 
empirically determined parameters shown in Table 2. Fig. 6 illustrates the 
comparison for three scales of fluctuation. 

Clustering of Excursion Regions 
Once the total area of an excursion and the number of components that 

make it up have been determined, a natural question to ask is how the 
components are distributed: do they tend to be clustered together or are 
they more uniformly distributed throughout the domain? Questions of this 
nature arise in many reliability contexts such, as the liquefaction risk study 
discussed in the introduction. Another example might be strength degra-
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Threshold baD 

FIG. 6. Comparison of Empirically Predicted IG Characteristic [(39)] with Ob­
served Average Values Obtained by Simulation 

TABLE 2. Empirically Determined Parameters of (39) Based on Observed Average 
IG Characteristic f Obtained by Simulation 

Scale 
(1) 
0.5 
1.0 
2.0 
3.0 
4.0 

gi 
(2) 

2.70 
1.50 
0.87 
0.61 
0.50 

Si 
(3) 

5.10 
1.80 
0.58 
0.32 
0.22 

dation in a concrete bridge deck: do the low strength regions tend to be 
clustered? How does this affect expected repair costs? 

It would be useful to define a measure, herein called ^ , that varies from 
0 to 1 and denotes the degree of clustering; 0 corresponding to a uniform 
distribution and larger values corresponding to denser clustering. The de­
termination of such a measure involves first defining a reference domain 
within which the measure will be calculated. This is necessary since a ho­
mogeneous process over infinite space always has excursion regions through­
out the space. On such a scale, the regions will always appear uniformly 
distributed (unless the scale of fluctuation also approaches infinity). For 
example, at scales approaching the boundaries of the known universe, the 
distribution of galaxies appears very uniform. It is only when attention is 
restricted to smaller volumes of space that one begins to see the local 
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clustering of stars. Thus an examination of the tendency of excursions to 
occur in groups must involve a comparison, within the reference domain, 
of the existing pattern of excursions against the two extremes of uniform 
distribution and perfect clustering. 

A definition for *P that satisfies these criteria can be stated as follows 

¥ = 7 - 3 7 (40) 
J u J c 

where Jb — the polar moment of inertia of the excursion areas about their 
combined centroid, Jc = the polar moment of inertia of all the excursion 
areas concentrated within a circle, and /„ = the polar moment of inertia 
about the same centroid if the excursion area were distributed uniformly 
throughout the domain. Specifically 

Nb.D 

h = S hi + Aet,D\xb - x,|2 (41) 

/„• = X kAeij,D\% - X/I2 (42) 
i 

^ / > ~ x N x • < 4 3 ) 
/„ = 

A? b,D J< = i? ^ 
where Jei = the polar moment of inertia of the z'th excursion region of area 
Aei about its own centroid, x,-. AAeijiD is as defined by Eq. 28 and x6 = the 
centroid of all the excursion regions. The choice of the second moment of 
area is largely arbitrary, it only being important that the measure be invariant 
under rotations. It can be easily seen that this definition will result in 9 = 
0 when the excursion regions are uniformly distributed over the space (Jb 
—» /„) and 9 —»• 1 when the excursion regions are clustered within a small 
region (Jb -* / c ) . It is also possible for 9 to take negative values, indicating 
the occurrence of two local clusters at opposite sides of the domain. This 
information is just as valuable as positive values for "9, but in practice has 
not been observed to occur on average. 

All that remains is to define "9 in the limiting cases. Eq. (40) ensures that 
9 will be quite close to 1 in the case of only a single excursion region. It 
seems natural then to take ^ = 1 if no excursions occur. At the other 
extreme, as AbD —» AT, both the denominator and numerator of (40) be­
come very small. Although the limit for noncircular domains is zero, it 
appears that the measure becomes somewhat unstable as AbD -* AT. This 
situation is of little interest since the cluster measure of a domain that entirely 
exceeds a threshold has no meaning. It is primarily a measure of the scatter 
of isolated excursions and so its use should be restricted to thresholds greater 
than the process mean, for example. 

Individual realizations were analyzed to determine the cluster measure 
"9 and then averaged over 200 realizations to obtain the results shown in 
Fig. 7. Definite, relatively smooth trends both with scale of fluctuation and 
threshold level are evident, indicating that the measure might be useful to 
categorize the degree of clustering. 
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1 1— 
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FIG. 7. Average Values of Cluster Measure XV Estimated from 200 Realizations of 
Locally Averaged Gauss-Markov Process 

TABLE 3. Empirically Determined Effective Number of Independent Samples neff 

and Parameters of Type 1 Extreme Distribution (46) 

Scale 
(1) 
0.5 
1.0 
2.0 
3.0 
4.0 

nefr 

(2) 

2,900 
900 
800 
70 
35 

a 
(3) 

3.14 
2.49 
2.05 
1.78 
1.62 

V-
(4) 

3.41 
3.05 
2.52 
2.15 
1.86 

Distribution of Global Maxima 
Extracting the maximum value of %D from each realization allows the 

estimation of its corresponding probability density function (or equivalently 
the cumulative distribution) with reasonable accuracy given a sufficient num­
ber of realizations. A total of 2,200 realizations of the locally averaged 
Gauss-Markov process were generated for each scale of fluctuation consid­
ered. Conceptually, it is not unreasonable to expect the cumulative distri­
bution of the global maximum Fmax(fo) to have the form of an extreme value 
distribution for a Gaussian process 

Fmax(b) = [*(b)Y« (45) 

where neff = the effective number of independent samples in each reali­
zation. As the scale of fluctuation approaches zero, neff should approach 
the total number of field points (128 X 128) and as the scale becomes much 
larger than the field size, neff is expected to approach 1 (the field becomes 
totally correlated). Except at the shortest scale of fluctuation considered, 0 
= 0.5, the function defined by (45) was disappointing in its match with the 
cdf obtained from the realizations. For values of neff obtained by fitting (45) 
to the data at Fmax(fo) = 0.5 (shown in Table 3), it was found that (45) 
increased too sharply at all but the smallest scale of fluctuation. The better 
fit at 8 = 0.5 is to be expected since at very small scales, the field consists 
of a set of (almost) independent random samples, thus satisfying the con-
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FIG. 8. Observed Cumulative Distribution of Global Maximum of Each Realization 
Compared to Type 1 Distribution Given by (46) 

ditions under which (45) applies. Not surprisingly, an improved match is 
obtained using a rwo-parameter type 1 extreme value distribution having 
the double exponential form 

Fmax(b) = exp[-e—<»-*>] (46) 

where the parameters a and u., estimated by an order-statistics method 
developed by Leiblein as cited in Ang and Tang (1984) using the simulation 
data, are presented in Table 3 for each scale of fluctuation. The comparison 
between the simulation-based cumulative distribution and that predicted by 
the type 1 extreme value distribution is shown in Fig. 8. 

SUMMARY AND CONCLUSIONS 

Simulation-based estimates of the mean total excursion area, mean num­
ber, and area of isolated excursions, and an integral geometric characteristic 
of the excursion field are compared with existing theories and matched to 
empirical relationships. For the Gauss-Markov process considered, which 
is rendered mean-square differentiable by a small amount of local averaging, 
the existing theories are found to be poor models. This is due in part to 
difficulties in numerical evaluation and to their asymptotic nature, applicable 
only at high thresholds. Simulation-based estimates, on the other hand, 
provide useful results over all threshold levels and can be easily extended 
to higher dimensions and to other measures (for example, the cluster mea­
sure) not amenable to closed-form solution. Such results may be meaning-
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fully employed in a variety of applications, most notably reliability or de­
cision analyses. 

The study presented in this paper is not intended to be definitive, since 
the ranges in threshold levels, scales of fluctuation, and averaging domains 
are limited. Rather, the methodology paves the way for much more detailed 
studies and as a guide to the discovery of exact theories governing this and 
other common processes. 
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APPENDIX II. NOTATIONS 

The following symbols are used in this paper: 

Ab = total excursion area above threshold ba; 
AbD = excursion point set above threshold baD; 

Ae = area of isolated excursions above threshold bo-; 
s&e = isolated excursion point set above threshold ba; 
AT = total domain area; 

B = covariance function; 
b = threshold level; 

D = area of local averaging domain; 
£[•] = expectation operator; 

F = cumulative distribution function; 
Fc = complementary cumulative distribution function; 

/ = probability density function; 
Iv = indicator function defined on point set T ; 

1144 

 J. Eng. Mech., 1992, 118(6): 1129-1145 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

D
A

L
H

O
U

SI
E

 U
N

IV
E

R
SI

T
Y

 o
n 

08
/0

6/
21

. C
op

yr
ig

ht
 A

SC
E

. F
or

 p
er

so
na

l u
se

 o
nl

y;
 a

ll 
ri

gh
ts

 r
es

er
ve

d.



X = Lebesque measure; 
Kx = modified Bessel function of order 1; 
Nb = number of isolated excursion regions above threshold bo; 

neff = effective number of independent samples; 
P[-\ = probability operator; 

S = spectral density function; 
T = dimension of the local averaging domain; 
T = domain point set; 
'f = boundaries of domain that pass through origin; 

= (*!, x2) coordinates in domain; 
= discrete binary field formed from excursion set; 
= random function; 
= local average process; 
= realization of local average process ZD; 
= mean-square derivative of local average process ZD; 
= integral geometric characteristic; 

7 = variance function; 
0 = scale of fluctuation; 

A = matrix of second-order spectral moments; 
X = second-order spectral moment; 
p = correlation function; 
a = standard deviation; 

CTD = standard deviation of local average process; 
T = physical lag; 

<1> = standard normal distribution function; 
cp = Hadwiger characteristic of excursion field; 
\P = cluster measure; and 
W = frequency or wave number. 

Y 
Z 

ZD 
Of 

zD 
r 
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